
 

P a g e | 1 

Hadamard Transform Imaging Spectrometry (HTIS) and Compressive 

Detection Techniques 

Nahum Gat, Tait Pottebaum, Gordon Scriven, Rebekah Brandt 

Opto-Knowledge Systems, Inc. (OKSI) 

1.  ABSTRACT 

Hyperspectral imaging is still an evolving technology with wide range of applications.  Two issues 

limit some hyperspectral sensors and applications: the high cost of two-dimensional (2D) infrared 

focal plane arrays (FPAs), and the low signal-to-noise ratio (SNR) inherent to all dispersive 

systems.  This paper addresses work to alleviate these issues.   

Two imaging spectrometers were designed and built utilizing Hadamard Transform (HT) 

encoding.  The signal multiplexing of HT-based sensors results in the Fellgett's advantage that 

greatly increases SNR and also reduces the dimensionality of the data.  In addition, HT masks are 

orthogonal and pseudo-random, allowing the use of compressive sensing (CS) methods, where 

sparsely sampled data can be used to fully reconstruct the signal of interest. CS, in turn, enables 

reduced data capture time. 

The first sensor operates in the visible to near infrared (VNIR, 400 to 1,000 nm) range and uses a 

CMOS camera.  This sensor demonstrated the concept of spatial-spectral encoding.   

The second sensor uses a shortwave infrared (SWIR, 1,000 to 2,500 nm) InGaAs linear array to 

avoid the cost and complexity associated with MCT or InSb 2D arrays.  This sensor employs 

spectral encoding and demonstrated the recovery of a full image cube based on sparse 

(compressive) measurements.  In addition, data from this sensor were used to demonstrate target 

detection in the compressive domain, which eliminates the signal corruption and computational 

cost of image cube reconstruction from a limited subset of Hadamard masks.   

The paper describes the sensorsô design and results from limited measurements that demonstrate 

the operations and advantages of the HTIS.   

2.  INTRODUCTION  

The primary benefits of a Hadamard Transform Imaging Spectrometer (HTIS) compared to a 

dispersive spectrometer, are due to multiplexing and include: 

¶ Fellgett's advantage [1] that results in increased signal-to-noise ratio (SNR) and reduced 

measurement uncertainty by exploiting multiple measurements of each unknown of interest 

¶ Using a detector with lower dimensionality than the data that are captured.  

In addition, depending on the specific configuration, benefits of HTIS may include: 

¶ The Throughput, or Jacquinot's, advantage [2] that allows more light to enter the spectrometer 

due to the lack of an entrance slit 

¶ Producing a broadband image of the scene simultaneous to the spectral cube. 

If compressive sensing (CS) is employed by sampling only a limited subset of the Hadamard 

masks, then another advantage is that fewer measurements are required to recover the full image 

cube and acquisition time is reduced.  However, data reconstruction fidelity depends on the number 

of masks that are used.   
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Hadamard matrices and S-matri ces for optical multiplexing  

The HTIS, or any coded aperture spectrometer, uses a series of masks that block a portion of the 

incoming light from reaching the detector while focusing the remaining light to the detector.  The 

masks can be placed at various locations in order to achieve different multiplexing effects.  For 

example, placing the masks at the location of a real image is used for spatial multiplexing, and 

placing the masks where wavelengths have been dispersed can be used for spectral multiplexing. 

Multiplexing can be mathematically described as forming the set of measurements by multiplying 

a vector of the unknown quantities by a matrix ╜ with a unique mask on each row 

Ὗ ╜◊ 

where ◊ is the vector of unknowns of interest, and ╤ is the vector of multiplexed values.  For 

masks that either pass or block the light, each value in the matrix ╜ (the sampling weights) is 

constrained to be either zero or one.  Under this constraint, the optimal mask pattern for minimizing 

uncertainty is represented by an S-matrix, which is derived from a Hadamard matrix [3].  The 

Hadamard matrix for measuring ὲ unknowns in ὲ multiplexed measurements, ╗ , represents the 

optimal mask patterns if values of +1, 0, and -1 are allowed, and must satisfy the condition 

╗ ╗ ╗╗ ὲ╘ 

where ╘ is the ὲ ὲ identity matrix.  This condition can be interpreted as requiring mutual 

orthogonality of the masks combined with a normalization.  Therefore, multiplication by ╗  is a 

reversible transformation into a domain with basis vectors defined by the rows of ╗ .  The S-

matrix, ╢, is formed from ╗  by omitting the first row and first column and then changing all 

+1 values to 0 and changing all -1 values to +1 (the 0 values remain 0).  The rows of an S-matrix 

are then pseudo-random sequences in a simplex code, and the S-matrix is guaranteed to be 

invertible [3].  In the context of this paper, multiplication by ╢ is also referred to as the HT.  For 

some values of ὲ+1 more than one Hadamard matrix may exist, and therefore multiple S-matrices 

of order ὲ will exist. 

 
Figure 1.  A 127×127 cyclic S-matrix; inset shows a small subset; black corresponds to 1 and 

white to 0. 

A cyclic S-matrix is an S-matrix where each row is formed by shifting the previous row one 

position to the left, with the value at the far-left cycling to the far-right position.  An example of 

an order 127 cyclic S-matrix is shown in Figure 1.  In optics applications, cyclic S-matrices are 

frequently used because they allow a single extended mask to be displaced in order to form the 
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entire mask set.  Cyclic S-matrices have the additional property that the pseudo-random sequence 

varies slowly and smoothly across masks.  This property in turn results in measurement sets that 

vary smoothly across the mask set, as opposed to containing sharp local minima and maxima.  This 

is advantageous for CS because it reduces the likelihood of missing a data point that differs 

drastically from the local mean when sampling only a subset of masks. 

 Compressive Sensing 

In recent years, CS has emerged as a framework that can significantly reduce the acquisition cost 

at a sensor [4].  CS builds on the work of Candès, Romberg, and Tao [5], and Donoho [6], who 

showed that a signal which can be compressed using classical methods, such as transform coding, 

can also be efficiently acquired using a small set of non-adaptive, linear, and usually randomized 

measurements.  

Various groups have produced functional imaging systems based on CS. Sandia has developed a 

system based on dual disperser-based optical design, DMD-generated mask pattern using Cyclic 

S-matrix, 3D measurement output cube generated from full DMD mask pattern, and reconstruction 

technique using least square inversion of cyclic S-matrix [7].  Duke University has developed the 

single disperse-based coded aperture snapshot spectral imager (SDCASSI) [8].  It is based on 

single disperser-based optical design, lithographically fixed random mask pattern, 2D snapshot 

measurement output using CS technique (typical imaging spectrometer produces 3D measurement 

cube), and CS based sparse reconstruction technique.  They also reported the difference between 

single disperser (SD)-based system and dual disperser (DD)-based system, for example, SD-based 

system shows better spectral fidelity, while DD-based system shows better spatial fidelity.  Rice 

University has developed a single pixel camera to demonstrate the concept of compressive sensing 

[9].  The camera system is not a spectrometer and employs a DMD array to optically calculate 

linear projections of the scene onto pseudo-random binary patterns.  The system obtains an image 

or video with a single detection element (the "single pixel") while measuring the scene fewer times 

than the number of the full image pixels. 

A fundamental difference between CS and classical sampling is the method of signal 

reconstruction, i.e., the problem of reconstructing the quantities of interest from the measurements.  

In the classical sampling framework, signal recovery is achieved through sinc interpolationða 

linear process with minimal computational requirements and a simple interpretation.  In CS, 

however, signal reconstruction is nonlinear and relatively expensive, making use of optimization-

based or iterative algorithms [4] [5] [6] [10] [11] [12].  Most research in CS to date has focused 

on analyzing the specific conditions under which such reconstruction is possible and on improving 

the speed and accuracy of this process. 

However, in many signal processing applications, signal reconstruction is not actually necessary.  

Often one is only interested in extracting certain information from the measurements, such as in a 

detection/classification application.  One approach is to reconstruct the full signal from the 

compressive measurements and then extract the desired information using traditional techniques. 

This approach is frequently suboptimal for both accuracy and efficiency. 

In many cases it is possible to extract the desired information directly in the measurement domain.  

This idea was initially explored in the context of detection and classification [13] [14] [15] [16].  

The main message in this literature is that, generally, the optimal strategy for solving 

detection/classification problems is by working directly with the compressive measurements, 

rather than naïvely reconstructing the original signal and applying traditional methods.  
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 Objectives and paper outline 

We have explored two types of Hadamard Transform Imaging Spectrometers; the first is a slit-less 

VNIR imaging spectrometer with spatial encoding, and the second is a slit-based SWIR imaging 

spectrometer with spectral encoding.  Both sensors use the Texas Instruments Digital Micromirror 

Device (DMD) for the signal encoding.  The VNIR sensor uses a 2D CMOS camera to capture the 

data over the 400 to 1,000 nm range, while the SWIR sensor uses a linear extended InGaAs array 

to capture the data over the 1,000 to 2,500 nm.  Both sensors are described in Section 3.  We also 

demonstrated CS and target detection in the compressive domain, which is described in Section 4.  

Target spectral signatures were specified in the compressive domain.  Detection was then carried 

out in that domain, eliminating the need to reconstruct the spectral scene. 

3.  SYSTEM DESIGN APPROACH & RESULTS 

 VNIR Breadboard Slit-less Offner with Spatial Scanning/Encoding 

To test the concept of HTIS, a benchtop device was constructed in which a DMD provides spatial 

multiplexing of the scene.  The system, shown in Figure 2 and Figure 3, operates in the VNIR 

range and uses a CMOS camera.  The Offner spectrometer in the system uses a blazed convex 

grating that produces high diffraction efficiency.  The system was assembled such that the DMD 

and the camera locations can be adjusted for focus, tip/tilt, and rotation to achieve optimal 

alignment.  Since the DMD mirrors are larger than the CMOS pixels by a factor of 6.22X, we 

model the sensor with ñsuper CMOS pixelsò that are set to the same size as the DMD mirrors.  

Each DMD column can be considered to represent a spectrometer entrance slit and the mirror size 

determines the spatial and spectral resolution of the system.  The entire DMD can be considered 

as multiple contiguous entrance slits to the spectrometer.  While these slits are not located on the 

optical axis of the spectrometer, the system still functions, with low aberrations.  The spectrometer 

serves as an Offner in conventional push-broom type hyperspectral sensors.   

 
Figure 2.  In the spatial encoding HTIS, the DMD is placed at the image plane of the fore-optics, 

which is also the entrance plane of an Offner spectrometer; a 2D CMOS camera is located at the 

Offner image plane. 

Camera 

DMD 

Offner 

Camera 
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Figure 3.  Opto-mechanical fixture design. 

For test purposes, we built a spatial-spectral target board made of several colored LEDs and a 

broadband incandescent flashlight bulb.  The sensor in front of the target board is shown in Figure 

4.  The collecting lens forms an image onto the DMD, which is used to select a subset of image 

columns that serve as a wide ñentrance slitò for the Offner.  The Offner spectrally disperses the 

incoming signal over the 2D CMOS camera, just like in a conventional push-broom sensor.  The 

resulting image on the CMOS camera is a convolved mix of spatial-spectral data, with light from 

each active column in the DMD dispersed based about the physical location.  Light from two 

different ñDMD slitsò in the scene at two different wavelengths can end up in overlapping 

dispersions at the focal plane array (FPA).  

 
Figure 4.  The sensor aligned with the target board, and control software for the DMD and 

camera image capture. 

If the individual columns of the DMD are activated one at a time, ñpush-broomò fashion, vertical 

slices of the scene are sequentially projected into the Offner, which disperses the full spectrum of 

that column.  Figure 5 and Figure 6 each show a spatial-spectral ñimageò of a single ñDMD-slitò 

or column, of colored LEDs (produced by activating a narrow column on the DMD).  The image 

shows the dispersion including the zeroth, 1st, and 2nd orders.  In Figure 5, the righthand LED 

column of the target board is visible. Figure 6 shows the image of the center column of LEDs.  As 

the active DMD column shifts (push-broom fashion), a full image cube is constructed.  Operating 

the sensor in this manner, however, does not produce any benefit over a traditional push-broom 

spectrometer. 
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Figure 5.  An image of the right-hand column of LEDs target board (right) projected by the 

DMD, via the Offner onto the FPA (left) (numbers correspond to pixel position from left, also 

showing the diffraction orders at the top). 

 
Figure 6.  An image of the center column of LEDs projected by the DMD onto the FPA 

(numbers correspond to pixel position from left). 

For use as a HTIS, the ñpush-broomò mask set is replaced by HT masks where each mask 

corresponds to one row in a cyclic S-matrix, with all mirrors in a column being actuated together 

(forming an ñentrance slitò).  Each mask simultaneously projects multiple columns of the scene 
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into the Offner and thus produces higher signal levels (Fellgett's advantage) at the camera, but also 

producing overlapping spectra.  This allows the use of shorter integration times and reduces the 

total time required to capture the entire scene.   

An example cyclic S-matrix is shown in Figure 7Figure 1 on the left.  The white portions 

correspond to zero values, and the black areas to ones.  Figure 7 on the right shows the DMD 

pattern that corresponds to one specific mask (shown as the redline over the matrix).  The pattern 

on the right side of the figure, shifts to the left horizontally as time-sequential masks are applied.   

  
Figure 7.  A series of masks is generated from the rows of the Cyclic S-matrix (left); at any one 

time, all the rows of the DMD display the same pattern (right). 

The measurement and reconstruction processes of the spatial-spectral encoding HTIS are 

illustrated here using a synthetic scene that mimics our target board, as shown in Figure 8.  This 

scene mimics LED lamps that are spatially separated (Red, Yellow, Blue, Green, NIR, White) in 

either the pure-spatial axis (vertical) or the spatial-spectral mixed axis (horizontal). 

  
Figure 8.  Synthetic scene for illustrating the measurement and reconstruction process.  The NIR 

source is shown here as gray for completeness but lies outside of the spectral range of an RGB 

camera. 

When this synthetic scene image is ñprojectedò onto the DMD and a Hadamard mask is applied, 

an image is formed with ñdarkò lines where the mirrors are in the OFF position, and ñbrightò lines 

where the mirrors are in the ON position.  This spatial encoding is illustrated in Figure 9.  As the 

set of Hadamard masks are cycled over, the spatial encoding pattern is shifted horizontally.   
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Figure 9.  One Hadamard mask applied to a scene of localized sources (LEDs) creates a spatially 

encoded pattern. The NIR source is not shown in these RGB images. 

After the DMD, the Offner disperses the spatially encoded scene onto the FPA.  The system is 

aligned to capture the 1st order diffraction on the FPA over the full wavelength range.  Both the 

position and the wavelength of the lights therefore affect where specific sources are imaged onto 

the FPA.  The dispersion can be considered a ñshearingò of the image, which is one cross-section 

of a hyperspectral image cube.  This process is illustrated in Figure 10.  The Offner dispersion 

corresponds to shifting the images to the right by 0.2 pixel/nm, with the minimum wavelength 

(400 nm) being unshifted. 

In this example, five of the sources have narrow spectra and, while shifted according to their central 

wavelength, experience only minor stretching in the dispersion (horizontal) direction.  The 

broadband source, in contrast, is significantly elongated in the horizontal direction.  The dispersed 

image of the white LED overlaps with the red LED image.  Un-mixing this spatial-spectral overlap 

to reconstruct the scene is the key feature of this HTIS.  

   
Figure 10.  Dispersion, or shearing, of the spatially encoded scene onto the FPA.  The NIR 

source is not shown in the left (RGB) image, but it is visible in the right image that represents the 

FPA. 

A target scene has 3 dimensions, ὼ, ώ, and ɚ.  When acquiring the scene with the HTIS, the data 
set is instead a cube with axes Ὤ corresponding to the spatial-spectral (convolved ὼ-l) direction, ὺ 
in the pure spatial vertical (ώ) direction, and ά in the mask number direction.  The image 

reconstruction process must transform the Ὤȟὺȟά data cube into a standard ὼȟώȟ‗ hyperspectral 

cube and is illustrated in Figure 11.  No modification is needed in the ὺ ώ direction, so each ά-

Ὤ plane in the data cube can be treated independently.  First, the inverse Hadamard transform is 

applied.  Each ά-Ὤ plane is pre-multiplied by the inverse of the cyclic S-matrix, reconstructing the 

corresponding ὼ-Ὤ planes 

╟ȟ ╢ ╟ ȟȟ 

where ╟ is the matrix representing the Ὥ-th plane of the data cube, and the subscripts indicate axes 

of that plane.  If only a partial set of masks are measured in a CS scheme, then each ὼ-Ὤ plane can 
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be reconstructed using optimization or iterative CS methods. The reconstruction fidelity depends 

on the fraction of Hadamard masks that are used in the capture.   

The cube resulting from the inverse Hadamard transform is still sheared, with mixing of spatial 

and spectral information.  However, with the ὼ and Ὤ values known at each position in the cube, 

the corresponding value of ɚ can be calculated according to 

‗ Ὤ ὼ Ὠϳ ‗ȟ 
where Ὠ is the dispersion constant (0.2 pixel/nm in the present system) and ‗ is the wavelength 

corresponding to zero shift (400 nm).  For each ώ-Ὤ plane ὼ is a constant, so this can be 

implemented by shifting the individual planes by an amount ὼ in the Ὤ direction, and the Ὤ axis 

then becomes the ɚ axis, completing the reconstruction.  Of course, using all the masks and with 

no noise we recover the exact spatial/spectral patterns that were shown in Figure 8. 

 
Figure 11.  Image reconstruction process. 

The spatial-spectral reconstruction of a target board scene captured by the HTIS is summarized in 

Figure 12.  The center image is a pseudo-RGB image formed by overlaying three ὼ-ώ planes from 

the reconstructed cube centered at the wavelengths of the red, green, and blue LEDs.  The right-

hand image was taken with a consumer RGB camera and shows the arrangement of the LEDs, but 

is off axis so the spatial positions of the LEDs are not expected to match exactly.  The reconstructed 

spectra of the various LEDs and incandescent lamp are shown in the figure as well.   

The signatures of the LEDs were also measured by an Ocean Optics (OO) spectrometer, as shown 

in Figure 13.  After proper scaling the HTIS and OO signatures, including the shapes of the peaks, 

match very well, with a slight misalignment in the wavelength calibrations.  The 2nd order peaks 

do not match because the two spectrometers use different diffraction gratings.   
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Figure 12.  The target board (center right) and three wavelengths of the reconstructed 

spatial/spectral scene (center), with spectral profiles of several of the sources in the scene. 

 
Figure 13.  LED spectra as measured by the HTIS and independently by an Ocean Optics 

spectrometer (showing 1st and 2nd order). 
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 SWIR Sensor System with Spectral Encoding / Scanning 

In the SWIR (1,000 to 2,500 nm), the reduced detector dimensionality that is enabled by HT 

multiplexing allows an imaging spectrometer to be constructed while avoiding the use of a very 

expensive FPA.  SWIR push-broom type hyperspectral sensors typically require the use of 

HgCdTe (MCT) or InSb FPAs, with one dimension of the FPA mapping to wavelength and the 

other mapping to spatial location along the entrance slit.  MCT FPAs are very expensive and 

require cryogenic cooling using Stirling cryocoolers or liquid nitrogen (LN2).  InSb FPAs may be 

less expensive, but they are sensitive to radiation up to about 5.5µm.  At wavelengths above about 

2 µm the blackbody radiation of a 300K enclosure begins to compete with the dispersed scene 

radiation, and that background signal can saturate the detector or produce very high signal and the 

associated shot noise with it.  To solve that problem with an InSb-based system, expense is added 

by the design of a good radiation shield and the use very efficient cut-off filters.   

Extended InGaAs linear arrays also exist, with sensitivity up to 2.6 µm.  They have the advantage 

of not being sensitive above that wavelength and, therefore, not suffering significantly from the 

thermal 300K background radiation.  InGaAs also does not need to be cooled to cryogenic 

temperatures.  A two- or three-stage thermoelectric cooler (TEC) can provide adequate cooling.  

InGaAs linear arrays, combined with HT, present the opportunity for a lower cost solution for 

SWIR hyperspectral imaging.  On the other hand, the current generation of extended InGaAs 

detectors are known to be quite noisy, and to exhibit relatively high dark current even if cooled by 

a TEC, though perhaps further technology development will alleviate this issue in the future.  This 

required multiple samples to be acquired and averaged for each measurement, which increased 

acquisition times. 

In selecting a linear array, it was decided to align the array with an entrance slit to resolve one 

spatial dimension and to use the DMD and HT to multiplex the spectral dimension.  The second 

spatial dimension is captured by scanning the slit across the screen, as in classical push-broom 

spectrometers. 

The optical layout of the system is shown in Figure 14, while the principle of operations is shown 

in Figure 15.  The figure illustrates the placement of the DMD in the optical system in a diagonal 

pattern; this is because the DMD mirrors are hinged over their diagonal and can rotate only ±12° 

from their unpowered position.  The need to orient the DMD on diagonally results in the vertical 

dimension of the DMD not covering the entire length of the slit or InGaAs array.  In addition, the 

ideal locations for the two Offners would require the spherical mirror sections to overlap. This is 

accommodated by removing a portion of the spherical mirrors to avoid interference, which does 

not significantly affect the signal because of the limited DMD height.   
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Figure 14.  Dual Offner Layout. 

 
Figure 15.  Schematic of the HTIS system; (1) 14 mm long entrance slit, (2) dispersing Offner 

spectrometer, (3) DMD, (4) recombining Offner spectrometer, (5) SWIR linear array with 256 

pixels (50µm × 250µm).  The color bars over the DMD represent the dispersion from 1,000nm to 

2,500nm.  The actual DMD is shown on the left. 

Figure 15 shows the sequence of the process inside of the HTIS.  The signal enters on the right 

through a slit like a conventional push-broom sensor.  The first Offner spectrometer disperses the 

full spectrum of the incoming light onto the DMD.  The DMD can selectively send any number of 

the spectral bands into the second Offner spectrometer.  That Offner is working ñbackwardsò and 

recombines the bands to form an image of the entrance slit containing only the selected bands.  

That wavelength-filtered image of the slit is projected onto an extended (2.6 µm cutoff) InGaAs 

linear array.  The InGaAs linear array is cooled to as low as -40°C to reduce the dark current by 

using an external TEC in addition to the two-stage TEC incorporated into the detector packaging.  

The complete HTIS instrument is shown as a 3D CAD model and the actual hardware in Figure 

16.  A telecentric, apo-chromatic front lens is used with the system.   
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Figure 16.  The HTIS mounted on OKSIôs pan/tilt stage for scene scanning. 

A series of HT masks corresponding to a cyclic S-matrix, as previously shown in Figure 7, are 

used for selecting spectral bands that are recombined onto the linear array.  Each HT mask admits 

ὲ ρ ςὲϳ , or just over 50%, of the spectral bands, significantly improving the SNR compared 

with dispersive systems.  The bands that are not admitted are reflected into a beam dump.  A typical 

cyclic S-matrix for this sensor is of order ὲ = 167.  If all ὲ masks are measured, the individual 

spectral bands at a pixel can be reconstructed with high fidelity (subject only to SNR) by pre-

multiplying the data vector at that pixel by the inverse of the cyclic S-matrix 

ὴ ╢ ὴȟ 
where ὴ is the vector representing data at the Ὥ-th pixel and the subscript indicates if the data is 

indexed by HT mask number (ά) or by wavelength (ɚ). 

Data can also be acquired in a CS scheme using only a partial set of HT masks.  This reduces the 

time required to acquire an image of the scene in exchange for reduced fidelity in the 

reconstruction.  Reconstructing the spectral bands for CS requires an optimization or iterative 

technique, and the fidelity of the recovered spectra depends on both the SNR and on the number 

of masks acquired.  

The HTIS is operated by first applying a HT mask to the DMD.  A single or multiple (to improve 

SNR) snapshots of the signal are then captured with a pre-determined integration time.  The next 

HT mask is then loaded onto the DMD, and the capture process is repeated.  This sequence is 

repeated until data are captured for each of the desired masks.  The sensor (mounted on a rotation 

stage) then pans to the next spatial location and the cycle is repeated, just like a standard push-

broom sensor. 

An example of sensor data is shown in Figure 17.  A target board is shown at the left with a ñwhiteò 

reference reflectance target and multiple objects that exhibit spectral features in the SWIR.  The 

signal captured by the linear detector for the full set of HT masks (107 in this case) and after 

reconstruction are shown in the middle.  The two bright regions between pixels 95 and 110 are 

bright reflections from aluminum foil pans.  A broadband image of the scene is shown at the right.   
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Figure 17.  Target board (left), measured sensor data in the raw HT and wavelength domains 

(center) and a spatial image of the scene (right). 

Figure 18 shows the average signal (in counts) measured for each object type in the scene from 

the same data collection.  On the left side, the measurements are shown in the Hadamard domain, 

while in the right side the reconstructions in the spectral or wavelength domain are shown.  In the 

Hadamard domain, all of the measurement curves show a trend of lower values in the lower half 

of the mask set, with higher values in the upper half.  The appearance of this trend across all 

materials suggests that it indicates something about the irradiance spectrum for the scene and the 

overall gain of the sensor. There is also a notable similarity in the shapes of the curves for the blue 

and red lids, though their mean values are different.  This similarity is reasonable because both 

lids are made from the same type of plastic, just with different visible band coloring.  The yellow 

plastic also appears to share some features with the two lids. 

On the spectral side, all of the reconstructions show a local minimum in signal level at about 

1,400 nm and peak counts at around 2,000 nm.  As with the Hadamard domain, the presence of 

these feature in all of the signals suggests that they are due to the scene irradiance and the sensor 

gain.  All of the plastic materials, and none of the non-plastics, show a clear ñnotchò feature at 

about 1,700 nm.  Conversion from sensor counts in the spectral domain to radiance units requires 

only applying the calibration of the sensor, as with any other imaging spectrometer. 

Overall, these results show that the SWIR HTIS with spectral encoding is able to measure the 

spectral scenes with resolution comparable to a conventional imaging spectrometer. 




